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ABSTRACT
Content discovery is fast becoming the preferred tool for user
engagement on the web. Discovery allows users to get edu-
cated and entertained about their topics of interest. Stum-
bleUpon is the largest personalized content discovery engine
on the Web, delivering more than 1 billion personalized rec-
ommendations per month. As a recommendation system one
of the primary metrics we track is whether the user returns
(retention) to use the product after their initial experience
(session) with StumbleUpon.

In this paper, we attempt to address the problem of pre-
dicting user retention based on the user’s previous sessions.
The paper first explores the different user and content fea-
tures that are helpful in predicting user retention. This in-
volved mapping the user and the user’s recommendations
(stumbles) in a descriptive feature space such as the time-
spent by user, number of stumbles, and content features of
the recommendations. To model the diversity in user be-
haviour, we also generated normalized features that account
for the user’s speed of stumbling. Using these features, we
built a decision tree classifier to predict retention. We find
that a model that uses both the user and content features
achieves higher prediction accuracy than a model that uses
the two features separately. Further, we used information
theoretical analysis to find a subset of recommendations that
are most indicative of user retention. A classifier trained on
this subset of recommendations achieves the highest predic-
tion accuracy. This indicates that not every recommenda-
tion seen by the user is predictive of whether the user will be
retained; instead, a subset of most informative recommen-
dations is more useful in predicting retention.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous;
D.2.8 [Software Engineering]: Metrics—performance mea-
sures
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General Terms
Theory, Experimentation, Practice

Keywords
Retention, Time spent, StumbleUpon

1. INTRODUCTION & MOTIVATION
It is human nature to be curious, to learn new things, to

want to find out more. With the rise of the Web, the urge
to learn more has increased by leaps and bounds. Stumble-
Upon was created, in part, to answer that need. Stumble-
Upon is an online content discovery service that serendipi-
tously recommends content from the web to the user. When
the user registers on StumbleUpon, they select topics of in-
terest about which the user wants to receive web pages, pho-
tos and video recommendations. While the user stumbles
through the content, the user has the option to thumb-up
(like) or thumb-down (dislike) the recommendations. As
the user continues to rate the content, the recommendation
engine learns from this feedback signal and improves the fu-
ture recommendations. Improving a user’s recommendation
involves identifying whether the user will be retained after
their initial k sessions. Predicting user retention has several
applications at StumbleUpon, such as email and notifica-
tions targeting.

User retention typically has a direct causation with the
user’s satisfaction with a session. Naturally, if the user likes
most of the recommended stumbles, the chance of the user
returning for future sessions is high. At the outset, it may
seem that user ratings are the strongest indicators of session
quality and hence could be used to predict retention. How-
ever, ratings are very infrequent events. Only a fraction of
all the recommendations are rated by the user, hence rat-
ings alone are not a sufficient indicator of the quality of the
session. In addition to ratings, we are also able to record the
timespent by the user on each stumble. Using timespent to
infer whether the user liked or disliked the stumble, provides
crucial insight into the quality of the session. Claypool et. al
[4] have shown that timespent has a strong correlation with
the explicit user ratings. Studying user retention involves
finding the right set of features that are most indicative of
retention. Could it be that, user features (such as ratings,
number of stumbles, total timespent in session) are sufficient
to predict whether the user will be retained ? Or could it be
that content features (web page quality, mime-type, content
specific timespent) are enough.

During the course of this paper, we will discuss the var-
ious user and web page (URL) content features that are
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indicative of retention. We discuss our work on modeling
the timespent by the user on different web pages to pre-
dict whether the user is being retained or not. Additionally,
we demonstrate that using the timespent signal can help us
determine whether the user actually processed the recom-
mendation (stumble) or skipped it.

We normalize the raw timespent by implementing the fol-
lowing two types of models - Content Modeling : We check if
the user spends the typical time required to process the rec-
ommended page. User Modeling : Accounting for user’s typi-
cal speed of stumbling, for example personalizing the typical
time required to process a page for a user. Apart from these
models, we take an information theoretic approach to find
URLs containing the most information with respect to the
user retention, and use these informative URLs to predict
user retention.

We model the problem of predicting user retention in ref-
erence to the StumbleUpon ecosystem. However, the meth-
ods presented here can be easily extended to other settings
(such as Youtube and Netflix) assuming the user ratings and
timespent data can be collected on these platforms.

In a nutshell, following are the contributions of this work.

• We experiment with different statistical methods to do
timespent normalizations at the content (URL) and
the user side. This reveals some interesting insights on
the contribution of user and content specific features
for the problem of user retention prediction.

• We also adopt an information theoretic approach that
relies on a subset of URLs to improve the performance.

• We touch upon some interesting aspects of the problem
of modeling user retention based on the timespent on
a URL, which appears to be a largely unexplored area
of research.

2. THE STUMBLEUPON RECOMMENDA-
TION ECOSYSTEM

In this section, we provide a brief overview of the Stum-
bleUpon recommendation system and introduce certain ter-
minologies that we will be using in this paper. When a new
user first registers on StumbleUpon, they are asked to se-
lect the topics they are most interested in from a list of 500
topics. Interests include sports (and types of sports), mu-
sic, fashion, computers, news, social issues, and many more
subcategories. Following the interest selection, the user can
choose to see recommendations (stumble) in various stum-
bling modes. For instance, a user can stumble in a specific
topic mode wherein only pages from a selected topic will
be shown. Alternatively, the user can stumble through an
all-topics mode where a mix of stumbles from all the topics
they’re interested in will be recommended. Users can also
stumble through pages on a domain, or stumble through
a friend’s “likes”. The user stumbles through the recom-
mended pages one after the other by clicking on the stumble
button. Every time the user clicks on the button, a new
page is recommended. We refer to each recommendation of
an URL to a user as a stumble. The stumbles being rec-
ommended are interesting web pages in a wide variety of
mime-types from rich media, text, photos, videos and so on.
To maintain diversity in the recommendations, the system
ensures that the same URL is not recommended again to
the same user.

Session No. Number of users

1 782072
2 312728
3 197754
4 143616
5 112178

Table 1: Number of users used in our dataset after
balancing for different k values

As a user stumbles, we record the timespent by the user on
each URL. The timespent on a URL is estimated as the dif-
ference between the time the current stumble was requested
and the time when next stumble is requested. Though there
exist sophisticated models of finding the actual timespent
by user on web pages like tracking the user activity, the se-
quential nature of stumbling makes the time difference an
elegant and simple option. In this study, we also define the
notion of session. A session is defined as a series of stumbles
by the user, until the time difference between any two con-
secutive stumbles crosses a predefined threshold. This hard
boundary for session termination allows us to account for
effects when the user leaves the browser window open while
not attending to the stumble. For a user with k sessions,
we consider a user as retained if the user comes back for the
(k + 1)th session, and not-retained if we lose the user.

3. USER RETENTION
In a typical scenario, we have k user sessions to determine

if the user liked or disliked their stumbles and predict if the
user is going to be retained or not for the (k+1)th session.

3.1 Problem Statement
Often users rate only a minority of their stumbles, hence

timespent by the user on every stumble is the second-best
indicator of whether the user likes the stumble. Given a
user’s timespent data on different stumbles across the first
k sessions, we attempt to predict whether the user is going
to return for the session k + 1. We do the prediction for k
ranging from 1 to 5 sessions since we intend to study users
in their initial weeks of usage. Dror et. al and [5] and Burke
et. al [3] et. al also study the user behavior in the initial
few weeks and try to predict the user behavior (churn etc.)
for the later period. While studying retention for session
k > 1, we take into consideration all the stumbles from the
first session till the kth session for the prediction. For each
session, we have the URL being stumbled by the user, the
timespent on that URL and the session number in which the
URL was shown.

3.2 Dataset and Experimental Setup
Each instance in our dataset is a user with k sessions.

Each session, as mentioned before, is a series of stumbles.
For each stumble, we record the timespent by the user, ses-
sion id, and the URL that was recommended. Predicting
whether the user is retained or not, is a binary classification
problem. For this purpose, we use a decision tree as our clas-
sifier. We also experimented with classifiers like SVM and
naive Bayes, but there was no noticeable change in the per-
formance of the models, hence we continued with decision
trees.

For each classification experiment, unless otherwise stated,
we keep the proportion of both the retained and non-retained
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Figure 1: Sample Scenario - 1
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Figure 2: Number of Users with n stumbles for
Retained/Non-retained set (Log scale for x-axis)

users equal to get a fair estimate of the accuracy of the
classification. In order to balance the proportions of both
the classes, we randomly sampled from the set of retained
users. Each of the accuracy values presented is an average
over 30 bootstraps (within each iteration, users are sam-
pled without replacement) of randomly and evenly sampled
users from both the classes. For each bootstrap iteration,
75% data was used for training and 25% was used for test-
ing, with the class labels balanced in both the sets. For
fairness, the sampling of retained users is different for every
bootstrap iteration. That is for every iteration we randomly
sample retained users to make the label proportions equal
and then make the train-test split. Each average accuracy
value presented in this paper is accompanied by error bars
that represents 1 standard deviation of the accuracy val-
ues. The accuracy is calculated as the ratio of the number
of instances predicted correctly and the total number of in-
stances. We start by analyzing each feature’s performance
individually. Later, we combine features to see if it improves
the overall performance.

Table 1 shows the number of users for k sessions. As can
be seen, the number of users for k = 1 is the highest, which
gradually declines as we increase k. This results from the
fact that with successive sessions, the number of users that
return to use the product declines.

For the rest of the paper, we reserve the following mathe-
matical notations. An URL is represented by u. i and j are
subscripts for stumbles in session k for a user s. We start
by choosing k = 3, i.e predicting retention based on the first
three sessions of the user.

4. PREDICTORS FOR USER RETENTION
In this section, we start by explaining different predictors

for user retention. Figure 1, 3 show different scenarios of
two StumbleUpon users Alice and Bob’s stumbling sessions.

1 2 3 654 7

1 2 3 654 7
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Figure 3: Sample Scenario - 2
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Figure 4: Time spent by users in 3 sessions for
Retained/Non-retained set (Log scale for both axis)

Based on these scenarios, we explain the different predictors
as follows.

4.1 Number of Stumbles
The number of URLs that the user stumbles across k ses-

sions is a good indicator of whether the user liked the ses-
sion or not. For instance in Figure 1, Alice in her k sessions
has more stumbles than Bob in his k sessions. Intuitively,
the fact that Alice has a higher number of stumbles than
Bob, indicates she has higher chance of being retained than
Bob. We also investigated this fact statistically and found
that indeed retained user’s have more number of stumbles as
compared to the non-retained users across k sessions. Fig-
ure 2 shows the percentage of users who had n stumbles
(x-axis) across three sessions. It should be noted that the
x-axis is log scaled and for confidentiality reasons we scale
the actual numbers. As shown, initially there are more users
who had fewer stumbles in the non-retained set compared
to the retained set. As the number of stumbles in 3 ses-
sions reach close to 0.5x, we have higher percentage of users
crossing 0.5x stumbles for retained set as opposed to the
non-retained users. In general, it could be noted that given
a fixed number of sessions, retained users stumble more often
than non-retained users.

4.2 Cumulative Timespent
In some scenarios, the number of stumbles may not be

entirely indicative of retention. Consider the scenario in fig-
ure 3, where Alice and Bob have equal number of stumbles.
Do they have the same probability of being retained? per-
haps not. As shown, Bob spends more time across his n
stumbles on an average, compared to Alice. Timespent on
the stumbles is a good indicator of whether the user actu-
ally processed the stumbles completely before moving on to
the next stumble. User not spending enough time on the
stumbles, could indicate that the user skipped the stum-
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ble and hence disliked the stumble. Again, we studied the
user timespent pattern and found that retained users indeed
spend more time across k sessions as compared to the non-
retained users. Figure 4 shows the cumulative timespent
across three sessions for the retained and non-retained set.
It should be noted that for brevity the x-axis and y-axis are
log-scaled. As can be seen, there are more non-retained users
spending less than or equal to 0.5x units of time compared
to the retained users. Similarly, a larger number of retained
users spend more than 0.5x units of time as compared to
non-retained users. In essence, given a fixed number of ses-
sions, retained users tend to spend more time compared to
the non-retained users.

4.3 Timespent on Engaged Stumbles
For a user to like the stumble, the user first needs to

process the stumble. One way to determine whether the
user processed the URL is to find if the user spent sufficient
time required to process that URL. We start by choosing a
fixed timespent threshold for all the stumbles. In this fixed
threshold case, an URL is considered as processed, if the user
spends more time than threshold τ . We experimented with
different values of threshold ranging from 0 secs to l secs.
We found that the threshold of τ = p 1 seconds gave us the
best split for the retained and non-retained users. The best
split was found by training a decision tree on a part of data
and testing it on a hold out test set.

Larger the number of engaged stumbles in k sessions,
higher is the chance that the user liked the stumbles and
hence higher is the chance of the user being retained. The
number of engaged stumbles in a session could be one of
the predictor for user retention. The predictors discussed
above are used as baseline predictors (metrics) at Stumble-
Upon currently. In the succeeding sections, we discuss new
predictors and compare them to the baseline predictors.

4.4 Issues with the earlier predictors
Although the above measures provide a fair indication of

user retention based on the timespent data, they fail on
various accounts. For instance, user’s may skip (move to
next stumble, without processing) a lot of stumbles. So,
higher number of stumbles may not necessarily be a good
predictor of user satisfaction and in turn retention. Fur-
ther, although the cumulative timespent takes into account
the user’s total timespent in the session, it does not capture
whether the user was engaged in processing the individual
stumbles/URLs. The engaged stumble metric tries to over-
come this issue by using only the time spent by the user
when he/she was engaged in processing the stumble. How-
ever, the engaged stumble metric discussed in section 4.3 is
very simplistic; one that uses the same timespent threshold
irrespective of the content type. For instance, if a stumble
is just an photo URL, it is likely to take a lot less than p
secs to process that image by the user. On the other hand,
if a stumble is a 10 minutes long video, and the user just
spends 50 seconds on it, probably means that the user did
not process the stumble.

5. FINDING ATTENDED STUMBLES
As mentioned in the last section, the engaged stumbles

measure assumes a fixed threshold for all the stumbles. We

1Due to confidentiality reasons we scale the original values

can devise a better metric that accounts for content type,
rather than keeping a fixed threshold for all the content
types. We label a stumble attended if the user’s timespent on
the URL is more than or equal to the typical time required
to process the URL. We use the term attended in place of
engaged, just to differentiate these methods from the earlier
fixed threshold version. The motivation behind this method
is that more the number of attended stumble a user has,
higher are his chances of being retained. In order to find
the typical time required to process an URL, we leverage
the ratings data. For each URL, we compute the timespent
distribution of user’s who liked the URL. This distribution
can be used to get a good approximation of the typical time
(Iu) required to process an URL. For an URL u, the typical
time Iu can be determined as follows.

5.1 Single Threshold Model
In this model, the typical time Iu for an URL u is the mean

of the timespent distribution computed from the instances
when the URL is thumbed-up. So for an URL u, if there are
p thumb-up events by different users, then the typical time
can be computed as the mean of all the timespent values.

Iu =

p∑

i=0

tiu

p
(1)

Where tiu is the timespent on the ith thumb-up on the
URL u. To have enough confidence on the calculated mean
threshold, we only take URLs having at least n likes. Al-
ternatively, as the timespent distribution is not necessarily
normal, we also experiment with the median model. In the
median model, the Iu value represents the median of all the
thumb-up timespent values.

There are different ways the single threshold model could
be used to predict the user retention. Following are the
different ways we use the model to generate features.

• The count of attended stumbles across k sessions. We
call these as count features.

• The average number of attended stumbles in k sessions.
It is the number of attended stumbles divided by the
total number of stumbles in k sessions. We call these
as the normalized count features.

• The cumulative timespent on these attended stumbles.
This is referred to as timespent feature.

• The average timespent on these attended stumbles in k
sessions is computed as the timespent on all attended
stumbles divided by the number of stumbles in k ses-
sions. We refer to this feature as normalized timespent
features.

As these features are correlated, (for example, the count
features and the timespent features are correlated), we study
the performance of different features individually. Later in
the paper, we also study the performance of the combination
of these features.

5.2 Range Threshold Model
It can be argued that a single threshold model does not

agree with the intuition that different users can have differ-
ent speed of processing the URL. Perhaps a range of time
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(a) Single Threshold Model
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(b) Range Threshold -1δ to +1δ

Figure 5: Performance of Threshold Models (Error bars 1 standard deviation)

is more suitable to find if the user spent the required time
in a given time range to have processed the URL. Based on
the single threshold mean and median models, we have two
range models as follows.

For the first model, we use the standard deviation (δ) of
the thumbed-up timespent distribution. For an URL u, the
time range would be from −(x ∗ δ) to +(x ∗ δ). We try two
ranges for x = 1, 2 respectively. We refer to this standard
deviation range as mean range model. If the timespent by a
user falls within this mean range for an URL u being stum-
bled by the user, we say that the user attended that stumble,
otherwise we consider that the stumble was skipped.

As with the mean, we experiment with a range model
for median as well. We use median absolute deviation to
define our range. Median absolute deviation δ̂ is the median
of the absolute deviations of the values from their median.
Mathematically,

δ̂ = median(|ti −medianu|) (2)

Where, medianu is the median of the timespent distribu-
tion generated from all the instances when the URL u was
thumbed-up. As before, we try the range from −(x ∗ δ̂) to

+(x ∗ δ̂) for x = 1, 2 with the median absolute deviation δ̂.
As with the single threshold model, we have four kinds of

features for each range of the range threshold model.

5.3 Performance of Threshold Models
Figure 5(a) and (b) present the performance of the single

threshold and range threshold models. The x-axis lists the
different models whereas the y-axis is the accuracy in pre-
dicting the retention class, hence higher the accuracy value,
better is the model performance. As mentioned previously,
we can have four variants for each threshold model. In both
the figures, the model labels prefixed by ‘Count ’ use the
count of selected stumbles (as directed by the model) as de-
scribed above, while systems prefixed by ‘TimeSpent ’ use
the cumulative timespent of selected stumbles (as directed
by the model) as a feature. So for instance, if the model la-
bel reads TimeSpent(Median), it means that the model uses
the cumulative timespent of all the stumbles j of a user,
where the user spent more time than the median time spent
on the URL u. The ‘Count ’ models count the number of
stumbles that are attended as defined by the model. As the
goal of this work is to find the discriminative model/feature

for user retention, we start by studying the performance of
individual features. Incremental performance can then be
achieved by combining multiple features into a single model.
We study the combination of top performing features later
in Section 7.

The normalized versions did not perform better than any
of the baselines, hence we do not present the results for the
normalized versions. Figure 5(a) shows the performance of
the single threshold models. Amongst the single threshold
models, the timespent mean and the median models out-
perform the number of stumbles (baseline) and just edged
above the engaged stumbles baseline model. However, sur-
prisingly the mean and median models could not outper-
form the baseline cumulative timespent model. Contrary to
our initial hypothesis, these normalizations did not improve
the prediction accuracy of retention. The range threshold
model (Figure 5(b)) showed a marginal degradation in per-
formance. Also, keeping an URL specific threshold did not
help either and could only perform as good as the fixed
threshold (engaged stumble model).

5.4 Analysis of Threshold Models
Even though the threshold models could not do better

than all the three baselines, there is some important infor-
mation that can be learned from the plots in Figure 5. Time-
spent models always perform better than the count models.
For both the single threshold and range threshold models,
the timespent mean and median models perform better than
the count mean and median models. Timespent model is an
interaction of a user and the content, as different users spend
different amount of time on the same URL. However, the
count models just counts the number of attended stumbles
as the user timespent is integrated out. With baselines, a
similar trend was observed. The timespent based baselines
(cumulative timespent and the engaged stumbles) perform
better than the baseline model for count of the number of
stumbles.

6. ACCOUNTING FOR USER STUMBLING
SPEED

Although the threshold models described above have a
separate threshold for each URL, the threshold is fixed for
all the users. Diane et. al [8] showed that the dwell time
(speed of processing) for a web page varies for different users.
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Figure 6: User modeling performance (Error bars 1
standard deviation)

Some users displayed consistently longer dwell times com-
pared to others. In order to account for this effect, for
the next model, we incorporate the variance amongst dif-
ferent user’s stumbling speed as an additional normalization
to timespent. The idea is to change the typical time spent
threshold Iu for an URL based on the user stumbling speed.
One of the primary motivation for analyzing the user related
features is to check if they can contribute substantially to-
wards the prediction of user retention.

For single threshold model, let Iu be the threshold for an
URL u (the time required to process u). Now, if a user on
average processes an URL faster than others, we decrease
the threshold (move the threshold to its left) for this user
by some amount, say z. Whereas if a user is slower than
others, we push the threshold to its right. We compute the
z-score to shift the threshold for a given user as follows. Let
V be the set of all the URLs stumbled by the user s and
let tsv be the timespent by user on a URL v. Let the mean
of the timespent distribution (generated by using only the
instances when the URL was thumbed-up by all users) of
an URL v be denoted by Iv. Also, let δv be the standard
deviation of this distribution. So the average z-score ẑs of
user s over all URLs v can be computed as follows.

ẑs =

∑

v∈V

tsv − Iv
δv

||V || (3)

Now for each user s, we will have a z− score for each of the
URLs the user has stumbled. We find the average z− score
of the user for all these URLs, denoted by ẑs. This average
z-score ẑs is used to shift the threshold for an URL u based
on the user s’s stumbling speed. The amount by which the
threshold is shifted is computed by multiplying the standard
deviation (δu) of the timespent distribution (only thumb-up
instances) of URL u being recommended and the average
z-score, ẑs, for the user s. The sign of z determines the
direction in which the threshold is shifted. Negative value
indicates that the threshold is shifted to left, and positive
value means it will be shifted to its right.

Mathematically,

z = δu ∗ ẑs (4)

Inew
u = Iu + z (5)

Inew
u is the new threshold for URL u. For the range thresh-

old model, we move the range in a similar manner based on
the user stumbling speed.

6.1 Performance of user features
Figure 6 presents the performance of incorporating the

user stumbling speed into the single threshold model. This
sophisticated model of changing the threshold for the stum-
ble based upon the speed at which the user processes the
stumbles promised better performance than what it could
deliver. One reason for this is that the user z-score time-
spent values are spread out and perhaps mean is not the
representative of the z-scores of the user. Though we also
tried the median model on the z-scores, it did not perform
any better either. As with the earlier models, timespent
models performed better than the count models.

7. FINDING INFORMATIVE URLS
The metrics discussed above make an assumption that

each and every stumble has an equal influence on the user’s
decision to be retained or not. It may be the case that some
URLs leave a greater positive impact on the user while other
URLs may push the user away from stumbling further. The
impact of an URL on user retention can be estimated by
measuring the odds of URL being stumbled when a user is
retained versus not retained. Thus URLs that have a higher
odds of being stumbled during a retained user’s session, we
refer to it as a retaining-urls. Whereas URLs that have a
higher odds of being stumbled when a user is not retained we
call it a non-retaining-urls. The name should only be seen
as an indicator for retaining-ness. Thus, models discussed
next will account for the number of retaining-urls and non-
retaining-urls in a user’s session and use this information to
decide whether the user will be retained or not. We hypothe-
size that if the user spends more time on retaining-urls, they
have more chance of being retained and vice-versa. On the
other hand, if the user spends more time on non-retaining-
urls then they have higher chance of not being retained.
We make a simplifying assumption, that each URL has an
independent effect on the user’s retention or non-retention
outcome.

We compute the retaining-ness score for each URL from
all the retained and not retained user’s past sessions. For
each (URL) u, we compute the probability of the URL being
retaining and non-retaining. The extent to which an URL is
retaining is calculated based on that URLs participation in
the retaining and non-retaining user sessions. Let cru be the
count of URL u’s participation in retained user sessions and
cnu be the count of URL u’s participation in non-retaining
user sessions. The total count of URL u with all the users is
cu = cru + cnu. The probability of an URL being retaining
is computed as follows.

P (RET |u) = cru
cu

(6)

While, the probability of an URL being non-retaining is
computed as follows.

P (NR|u) = cnu

cu
(7)

The retaining and non-retaining probabilities can be com-
bined in a score that can indicate if the URL u is retaining
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Figure 7: Performance of models based on informa-
tive URLs (Error bars - 1 standard deviation)

or not. The score for each URL is calculated according to
the following equation.

score(u) = P (RET |u) ∗ log P (RET |u)
P (NR|u) (8)

The score value can in fact be used to rank all the URLs.
We use a threshold on score(u) to separate urls as retaining
or non-retaining. We start with a threshold of 0 for score(u).
URLs with a score(u) >= 0 are annotated as retaining-urls,
indicating that the URL u has a higher chance of being
retaining than non-retaining. And URLs with score(u) < 0
are annotated as non-retaining-urls. We experiment with a
range of thresholds in the paper.

7.1 Models on Informative URLs
Once the informative URLs are identified, the timespent,

count and normalization models can be generated as be-
fore. The models using the timespent are prefixed by time-
spent and models using the count of the stumbles are pre-
fixed by count. For instance, the model TimeSpent(Ret)
is the timespent by the user on all the retaining stumbles,
while count(Non-ret) indicates the count of all the non-
retaining stumbles. As with the retaining stumbles, the
non-retaining stumbles can give a fair indication of the user
stumbling session. For example, a user who spends less
time on non-retaining stumbles, has an increased chance of
being retained. For both the count and timespent mod-
els, we have a normalizing model that normalizes the fea-
ture with the number of stumbles in k session. For in-
stance, Timespent(Non-ret)/N represents timespent on non-
retained stumbles normalized by the total number of stum-
bles in k sessions.

7.1.1 Bias removal
As evident from the plots in Figure 2, retained users tend

to have more stumbles than non retained users. In addition,
during recommendations, URLs are ordered based on the
quality of the URL. Hence it is likely that retained users see
URLs that non retained users never see. Thus score(u) for
certain URLs can be biased simply because retained user saw
the URL and not because of the retaining-ness quality of the
URL. This would violate the identically and independently
distributed assumption of the prior stumble distribution of
a given URL for the two classes; retained and not retained.
In order to remove this bias, we consider equal number of

stumbles for both the retained and non-retained sessions.
The number of stumbles to be considered from each session
is taken as the average number of stumbles in a non-retained
users session. This ensures that we take enough number of
non-retained sessions into our computation while removing
the bias.

7.1.2 Data set generation
We estimate the retaining quality, score(u) of URLs from

user retention data (on training user data) and in turn use
this retaining score(u) of the URLs to predict user retention
(on test data). In order to keep the experiment free from
biases, we separate the training and testing users from each
other. We randomly select 75% of user for training and
test on the remaining 25% percent of users so that there
is no overlap between the training and testing set users.
Although the users in training and testing set are completely
different but there is overlap in the set of URLs that were
recommended to the two sets of users. This is still a fair
comparison, since we test our accuracy on predicting user
retention, not on predicting whether the URL is retaining-
url or non-retaining-urls. In a later section, we also perform
experiments by keeping a non-overlapping training and test
set in terms of both URLs and users.

7.2 Model Performance
Figure 7 presents the results of the URL information model.

We follow the same naming scheme to label the different
models as before. The histograms involving solid color scheme
show the performance of the three baselines. We only show
the models that perform better than the three baselines.
The best performing model was the timespent on the re-
taining URLs. As shown, the improvement by the Time-
Spent(Ret) over the three baselines is statistically signifi-
cant. This model is followed by the count of retaining stum-
bles model. The top three models are generated from the
retaining-url. The TimeSpent(Ret) model gives a percent-
age accuracy gain of 5.54% and the next best which is the
count(Ret) gave a gain of 4.44%. It should be noted that, the
problem being tackled is a very hard classification problem
due to the dynamic user behavior and even modest perfor-
mance gains, if significant, are very important in Stumble-
Upon’s setting. Considering this fact, performance gains of
5.54% and 4.44% can lead to significant improvements in
user targeting in form of email, notifications at Stumble-
Upon. Also as before, the timespent model does better than
the count model and the baselines barring few exceptions.
The results in Figure 7 are scaled to justify this fact.

7.3 Varying the Number of Sessions
The results discussed above were based on the analysis

of the first 3 sessions for each user. In order to confirm
that similar results are observed irrespective of the k, we
vary the number of sessions from 1 to 5 and analyze the
performance of the system. We do this exercise only for
the informative URL models. As shown in Figure 8, the
TimeSpent(Ret) model performance out-performs both the
baselines for all the values of k. The relative performance
of all the models stayed approximately same across different
values of k. We only report the performance of the top
model – TimeSpent(Ret) and the top two baselines.

One important point that can be observed from the plot
is that as we increase the value of k, the accuracy of all the
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Figure 9: Performance of combination of models for
different k values

models and the baselines decreases. This indicates that fea-
tures measured in earlier sessions are more discriminative of
user retention than later sessions. This means the boundary
between the classes will usually be more crisp for the first
few sessions. As we increase the number of sessions, the
difference between the retained and the non-retained users
blurs, making it difficult for the classifier to classify.

The accuracy gain for TimeSpent(Ret) over the timespent
baseline was found to be 0.5%, 1.34%, 1.51%, 3.54% and
1.87% for k = 1 to 5 respectively. The improvements for
different values of k were found to be statistically signifi-
cant. It can be noted that the performance gain is higher
for increasing value of k.

7.4 Combining Models
Given that the timespent and count models separately ex-

plain the retention accuracy, we wondered if the combination
would provide even better prediction accuracy ? We tried
combining other features with the top performing Time-
Spent(Ret) feature. The maximum gain was achieved when
TimeSpent(Ret) and Count(Ret)/N were combined. Figure
9 presents the accuracy gain for the combination of two top
features. Compared to the TimeSpent(Ret), this combined
model improved the accuracy gain by 0.5%, 1.4%, 1.51%,
3.57%, 1.94% for session 1 to 5 respectively. We incremen-
tally added additional features to the combination model,
but this did not produce any noticeable improvements over

Rank Feature Chi-square Accuracy

1 No. of times stumbled 0.218 0.710
2 Count of thumb-ups 0.209 0.703
3 Count of thumb-downs 0.203 0.698
4 Count of shares 0.180 0.676
5 Count of comments 0.170 0.662
6 Category 0.098 0.579
7 Mime-type 0.051 0.534

Table 2: Characteristics of Retained URLs

the model that consists of the top two features. This is
expected since some degree of correlation exits between fea-
tures. For instance, if the number of retained stumbles in-
creases, this will result in a larger timespent on retained
stumbles.

7.5 Improvisations
The classification of URL as retaining-url or non-retaining-

url is dependent on few free parameters. Firstly, a threshold
of 0 was applied on the score(u) for determining retaining-
url or non-retaining-urls. We experimented with increasing
the threshold on the positive side. This threshold is a very
aggressive selection of retaining-url. Higher the threshold,
larger is the confidence on the retaining quality of the URL
(and lower confidence on non-retained URLs). There was no
change in the performance of the top feature as we gradually
increased the threshold. After a certain point the threshold
was too aggressive and performance of the model started
declining.

We also experimented with the attended stumble model
(section 5), timespent model, count models and the user
stumbling speed model as discussed in the earlier sections,
but this time applying them only on the informative URLs.
Most of the these improvisations lead to small improve-
ments, hence we do not report them.

7.6 Retained URL characteristics
What are the unique properties of the retaining-urls? At

StumbleUpon, URL quality is assessed by a number of fac-
tors like, number of times stumbled, number of thumb-ups,
number of thumb-downs, count of shares, count of com-
ments, mime-type, topic category etc. Category and mime-
type are categorical features while rest all are numeric fea-
tures. The motivation for including the mime-type and topic
category was to determine if there are any specific categories
and / or mime types that forms a large share of the retaining
URLs set which can be used for improved recommendations.

There are many ways to find the importance of a fea-
ture for a class, like chi-squared ranking, information gain,
oneR, KL-divergence between the posteriors p(f |RET ) and
p(f |NR). We assess the feature effectiveness based on chi-
squared test and information gain. As decision trees use in-
formation gain to find the best feature, we instead use deci-
sion trees with single features and report their accuracies on
the decision tree classification for retained and non-retained
URLs. Table 2 shows the ranking based on chi-square mea-
sure and the decision tree accuracy on individual features.
As shown, both the rankings agree with each other. In gen-
eral, number of stumbles is a strong indicator of URL qual-
ity, followed by the thumb-up and thumb-down features. As
per the decision tree, mime types like plain texts, text/css,
shockwave mime type, videos fell in the non-retained cate-
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Rank Feature

1 Domain average timespent
2 Domain greats ratio
3 Domain nonadult count
4 No. of Search results for the URL
5 Link word score
6 Average URL size
7 Common link score

Table 3: Characteristics of Retained URLs (for
newly discovered URLs)
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Figure 10: Performance of models based on retain-
ing URL prediction (Error bars - 1 std. deviation)

gory. If the length of the video is long, there is a possibility
that the user might not process the complete video. While
applications like shockwave etc. may have issues with plu-
gin/driver etc.

8. DEALING WITH NEW URLS
Daily, thousands of news URLs are discovered by users on

StumbleUpon. For these newly discovered URLs that have
received very few stumbles, computing the retention quality
score, score(u) will be unstable. In such cases, the problem
is to first predict if the URL is retaining or not based on the
webpage content of the URL.

We study this problem under the worst case situation
where if all the stumbles recommended to the user are new
URLs, and the classifier has to predict if the user will be
retained or not. This experiment involves two levels of clas-
sification – The first classifier (referred as URL classifier)
classifies if the URL is retaining-url or non-retaining-url,
and the second classifier (referred as user classifier) deter-
mines if the user is going to be retained or not. This problem
shares some similarity to Sponsored search where the click-
through rate (CTR) for new ads needs to be predicted and
based on the prediction, new ads are ranked with already
established ads based on the CTR values [7].

For this double classification task, we had to generate the
training and testing dataset so as to avoid any user/URL
overlap in the two data sets. For creation of the datasets,
we divide our data into two sets, one before time M and the
other with stumbles after time M +1. For training data, we
collect all the user stumbles from the sessions prior to time
M . The unique URLs from the user stumbles makes up our
training data for the URL classifier. Next, in order to gen-
erate the testing dataset, we find all the user sessions which

do not include any URLs from the ones collected before time
M . This exercise is done to ensure that no URL is present in
both the training and testing set of the URL classifier. All
the unique URLs from these non-overlapping user sessions
(after time M+1) form our testing set for the URL classifier.
The testing set for the user classifier is the non-overlapping
sessions generated after time M + 1. By splitting the data
on the basis of time, we have a sufficiently large number of
non-overlapping sessions. We treat all the URLs in the test
set as if they were new URLs and only use the URL specific
features. Also, unlike the previous experiments we do not
balance the retaining and non-retaining URLs for the URL
classifier, as the decision for all the URLs will be used by the
user classifier to classify the user as retained or non-retained.

For each URL, we use three different set of features. Do-
main features: This set contains statistics about the domain
of the new URL, for example, the count of stumbles, average
timespent by users on the domain, count of greats, bads,
shares and comments from the domain. URL specific fea-
ture: These features include page rank of the URL, number
of search results for the URL as a query, number of capital-
ized words in the title, common link score (number of words
in common between the anchor words), number of images
in the webpage content of the URL, number of spelling er-
rors, number of ads etc. Discoverer features: These features
pertain to the user who discovered the URL. It includes
the average number of thumb ups/downs, shares, comments
on all the discoveries by the user, and binary features like
whether the user who discovered the URL was a spammer
etc. In total, the URL classifier uses 41 features.

Given the set of features, we used a decision tree for the
URL classification. The URL classifier gave an overall accu-
racy of 67.35%. Table 3 shows the top seven features used
by the URL classifier. Majority of the features belong to the
domain of the URL. Additionally, some of the URL specific
features like link to word ratio (number of words appearing
as a link divided by the total words in the URL content),
number of results fetched for the URL as a query, common
link score are also present in the list of top features.

Once the classifier predicts whether the URL is retaining-
url or not, we run the URL information models on the
retaining-urls to test the user classifier. The results for the
user classifier for different models (described in Section 7) is
as shown in Figure 10. For this model, the best performing
baseline was again the timespent model. Hence, we only re-
port the performance against the best performing baseline.
The overall accuracy of all the models based on the infor-
mative URL prediction reduced by a small amount. How-
ever the relative performance amongst the informative URL
model was maintained. As a result of this, Timespent(Ret)
gave the best accuracy and still achieved an accuracy gain
of around 1.9% over the baseline. The Timespent(Ret)/N
and Timespent(Non-Ret)/N could not outperform the base-
line, while the count based retained and non-retained models
managed to give a small accuracy gain over the baseline.

9. RELATED WORK
Despite its numerous applications, the problem of pre-

dicting user retention based on the timespent appears to
be under-explored. Some of the earlier work that addresses
similar problems of user churn prediction include Dror et.
al [5], Borbora et. al [2] and Burke et. al [3].

Dror et. al [5] worked on the problem of predicting if the
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new users will be retained for Yahoo! answers. As in our
case, Dror et. al attempt to predict the retention of new
users who are into their initial phase of using the product.
The authors attempt to predict churn based on a variety
of features ranging from activity in the first week, personal
information, frequency of activity, and interaction with the
contacts etc. Their results indicate that the number of an-
swers given by the user and the extent to which the user was
recognized on those answers (e.g. thumbs up on the answers
)were the best indicator for retention.

In the social network domain, Burke et. al [3] study the
experience of newcomers on Facebook during their first few
weeks and predict their sharing behavior based on the learn-
ings in the initial period. They analyze the sharing behavior
on different signals; whether the user was inclined to share
early on, whether the user’s share was recognized by the
friends, whether the user was singled out during their ini-
tial phase. They found that users who are inclined to share
or are motivated early on, share increasingly later. On the
other hand, users who are singled out share less later on.

Work by Borbora et. al [2] study the user churn problem
in a social gaming environment. They study the time period
just before the user stops using the social gaming product
and compared it with the activity of a regular user. Based
on this discriminative analysis the authors identified several
features related to signals like engagement, persistence and
enthusiasm. The discriminative features were used to create
a distance metric that gives the distance between two sets
of users (ones who are likely to leave versus normal users).

Richter et. al [9] attempt to predict the customer churn
in the telecommunication market. The authors exploit cus-
tomer interactions to detect the groups of subscribers who
are prone to churn. The interactions within different groups
are analyzed to predict churn based on different information
theoretic measures.

Additionally, work by Gunduz et al. [6] and Srivastava
et. al [11] addresses the problems related to usage patterns
mining. Srivastava et. al introduce different user mining
pattern algorithms, use cases and applications. Gunduz et.
al propose to cluster similar sessions. A tree is generated
from all the clustered user sessions. For every new session,
the session will be assigned to some cluster and the recom-
mendation is made based on the tree. Deepak et. al [1] pro-
pose a fast online method for a time-sensitive recommender
problem of recommending various web pages based on user
modeling. They learn item specific features in addition to
the user factors and use a regression based method for rec-
ommendation. User modeling has also been explored in web
search for personalization. Shen et. al [10] infer user mod-
eling features based on a client side that performs implicit
user feedback. Next, the authors use the inferred implicit
user model for personalized search.

10. DISCUSSION & FUTURE WORK
Content recommendation products on the web often rely

on the small fraction of feedback ratings that their users
provide. In such scenarios, using timespent to infer user sat-
isfaction would be beneficial. For entertainment platforms
like Youtube and Netflix that host videos of varying length
and types (TV shows, movies etc), inferring whether a user
processed/liked the video simply based on timespent would
be advantageous. As long as a sparse set of user ratings and
timespent on videos can be collected, one can use the meth-

ods for content type normalization and user normalization
discussed in this work to infer user satisfaction and churn
rate.

The informative URL model demonstrates that the time-
spent on a subset of URLs carries more information about
user retention as opposed to the timespent on all the stum-
bles. Also, as evident from Figure 5(a) and (b) and 7 the
timespent based models (user + URL) perform better than
the count models (URL). This result demonstrates that the
content+user interaction models perform better than just
the content models.

The informative URLs model assumes that each stumble
affects user retention independent of the other stumbles. In
practice it is possible that a pair of specific URLs (or more)
appearing together in a session may influence the retention
outcome. Presently, due to data sparsity issue, estimating
the joint influence, P(RET | url1, url2) of two or more URLs
on user retention is not possible. In reality if the user re-
tention outcome is an effect of a sequence of two or more
stumbles, modeling the dependence of the URLs can help
improve the performance. Dealing with the dependency and
the resulting sparsity is a part of our future work.

In addition to using the timespent, we could factor in
other types of indicators to improve the prediction. For in-
stance, we could account for the topic the user is stumbling
and further analyze if different topics exhibit different char-
acteristics. We could do the same analysis by segmenting
the users in different age-groups, factoring users biases to-
wards some topics. Further, it would be nice to work out a
way to combine the ratings with the informative URL mod-
els to improve the prediction of user retention. Also it would
be nice to figure out a way to impute the sparse rating data
and make it more usable.

11. CONCLUSION
The work described in this paper can be summarized as

follows: 1. Timespent on Informative URLs is more indica-
tive about user retention than total timespent on all URLs
or just the URL features alone. 2. Modeling user’s speed of
stumbling alone contributes little to the overall performance
gain and when combined with timespent modeling for the
URL, gives only a marginal improvement in prediction ac-
curacy. 3. The best performing informative URL model
(TimeSpent(Ret)) uses the timespent by the user on the re-
taining URLs. This model is an interaction of URL and
user properties. So overall, features that involve interaction
of user and URL (timespent based models) perform better
than the models involving only the URL (count based mod-
els). Further, normalizations of the timespent (user centric)
and the URL models do not help much in improving pre-
diction of user retention. 4. The informative URL model is
robust even for predicting the retaining-ness quality of newly
ingested URLs, which in turn, helps in predicting user re-
tention.
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